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INTRODUCTION

This article concerns the relation between the morphol-
ogy (concentration and connectivity) and the entropy
of networked structures. We will introduce the network 
morphology concept, we will address two approaches 
to network characterization--traditional network mea-
sures and the concept of entropy--and we will link the 
entropy concept to the network characteristics. It will 
be shown that entropy will grow steeply if a certain 
balance between connectivity and concentration is 
disturbed.

It is known from theory that the morphology of a 
business network, be within an organization or between 
organizations, greatly affects the behavior of agents in 
the network (Ahuja, 2000; Burt, 1992; Coleman, 1988; 

morphology of networks is an important determinant 

Rosenkopf, 1997; Den Hartigh, 2005). It is therefore 
important to explore further some basic notions of 
network morphology.

BACKGROUND

Every network has a morphology. Morphology is 

morphology of a network can be described by two 
separate elements: connectivity and concentration.

the relationship between the number of nodes and the 
number of connections between the nodes. The higher 
the number of connections with respect to the number 
of nodes, the higher the connectivity.

between a certain node and the others. The higher the 

number of connections from one node to all the oth-
ers, the higher the concentration. The measurement of 
concentration has a relationship with the kurtosis of the 
distribution of connections among the various nodes.

MAIN FOCUS OF THE ARTICLE

Relation between Connectivity and 
Concentration

nodes and links. Concentration and connectivity pro-
vide information over the network; they have a certain 
relationship, as shown in Figure 1. Networks with a 
high connectivity and a high concentration cannot exist. 
This would imply that every node is connected to every 
other node, but still nodes exist that have more connec-
tions than others. The same reasoning can be done for 
medium concentration/high connectivity and medium 
connectivity/high concentration networks. They also 
cannot exist. Obviously, the border areas between high, 
medium, and low are somewhat fuzzy.

Let us relate these abstract network measures to 
economic networks, such as business organizations. The 
morphology concept can be applied to social systems 
by analyzing the links between social entities. Different 

In this way, order in social systems can be seen as an 
expression of the existence of meaningful and purpose-
ful relationships between functional elements of such 
a system. Without such relationships, the whole of 
the system can have no meaning or purpose. In such 
cases, the whole is identical to the sum of parts and no 
synergy or common purpose can exist. The principles 

thermodynamics. The central idea is that self-organiz-
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ing systems do not solely thrive on order, they need a 

no longer be adaptive. It follows that a certain amount 
of disorder should be present for the system to remain 
adaptive (Ashby, 1958). In other words, the system 
should have a certain level of entropy somewhere 
between order and chaos. In an optimally adaptive 
system, order and variety (chaos) are in an optimal 
balance (Nicolis et al., 1989). Neither can be reduced 
without reducing the system’s adaptability.

It is a popular belief that networked structures exist 
because of the ability or even necessity for all agents to 
relate to all other agents. Yet it can be shown that a high 

connectivity factor of a system (the average number of 
links any agent in the network has) combined with a low 
concentration factor (there are no concentration points) 
leads to a very rich “solution space” and increasing in-

In other words, if the number of degrees of freedom in 
relation to new solutions is larger than the complexity 
of the problem itself, the payback will rapidly decay 
as opposite to the conventional hierarchical situation. 
This, in turn, is an example of under-complexity, in 
which the solution space of the organization is too 
small for the complexity of the outside world. Here, 
there is a low connectivity factor, combined with a 
high concentration factor.
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Figure 1. Relation between connectivity and concentration

Figure 2. Connectivity and concentration in economic networks
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Example

Let us consider a social network of 10 entities, say 
employees in a business organization.

In Figure 3, four possible network characteristics 
of relations between these 10 entities are indicated. 
These links could be expressions of cooperation and/or 
communication between employees. For simplicity 
reasons we assume a digital situation: links exist or 
don’t exist, they are bi-directional, and they are uni-
dimensional. All cooperation and communication below 
a certain threshold is supposed not to be existent, and 

cooperation and/or communication.

links exist, and as no links exist between the entities there 
cannot be a common objective, or meaningful identity, 
associated with such organization. They are merely 
10 individuals apparently arbitrarily isolated from the 
universe and put together on this article. This way of 
arranging entities we would not call organization, but 
a complete absence of any form of organization.

In the second example, the hierarchical structure, 
one of the entities is connected to most other entities. 
Apparently, this one entity is in the center of what the 
structure is intended for, and is apparently the begin-
ning and the end of all activities undertaken by the 
structure. We will readily recognize the existence of 
hierarchy in this structure as the central entity appar-
ently is necessarily governing the behavior of the other 
entities. In business organizations, such a structure is 

based on the principles of Taylor (1911), Fayol (1949), 
and Weber (1925).

In the third example, the chaotic structure, all enti-
ties are connected to all other entities. In this situation 
where apparently all entities interact with the same 
intensity with all other entities, there is no structure 
visible. Structure which would indicate a way in which 
these entities relate to each other in any peculiar way, 
and which could provide a clue with respect to the 
purpose, learning, and working of the organization. In 
fact, if all relations are equal, then apparently all enti-
ties are universal or completely identical and if this is 

relate to each other, other than exploiting each other’s 
capacity in response to some outside force.

In the fourth example, the networked structure, 
the connectivity is substantially higher than in the 
hierarchical structure but substantially less than in 
the third example. Here a rich pattern of connections 
exists, suggesting some sort of meaning of relations 
between the various entities of the organization. And 

the organizational structure as a whole, as well as the 
differences in identity and capabilities of the individual 
entities.

Approaches to Network Characterization

Different approaches may be taken to characterize 
networks. We will discuss the two that are helpful 
to the reasoning in the next paragraphs: traditional 
network analysis and the entropy measure. This can 
be applied to organizational structures by analyz-
ing the structure of the distribution of links between 

different levels of concentration and connectivity, and 
different levels of organizational entropy (an expression 
of order/disorder).

Traditional Network Analysis

Network analysis offers a means for bridging the gap 
between macro- and micro-level explanations of social 
structures. Research design for network analysis con-

• The choice of sampling units (i.e., the actual 
network and the nodes that will be studied). The 
delimitation of network boundaries depends to 

Figure 3. Example of an economic network structure 

Amorphous Hierarchical

NetworkedChaotic
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a great extent upon a researcher’s purposes. In 
our case, the sampling units consist of economic 
networks (e.g., business organizations, supply 
chains, or markets).

• The form of relations, referring to (a) the intensity 
or strength of the relation between two agents 
and (b) the level of joint involvement in the same 
activities. For simplicity, we assume relation to 
be digital: they either exist, or they don’t, there 
are no “levels.”

• The relational content (e.g., transaction relations, 
communication relations, sentiment relations, 
authority/power relations. Here also for simplicity 
we assume relations to be one-dimensional.

• The level of data analysis. Four conceptually 
distinct levels of analysis can be distinguished:

1. The egocentric network, or the relations of a 
single agent within the network (generating 
n units of analysis at sample size n)

2. The level of dyadic relationships (i.e., 
formed by a pair of nodes) (generating (n2-
n)/2 units of analysis at sample size n)

3. The level of triad relationships (i.e., formed 
by three nodes and their linkages) (generat-
ing n/3 distinct triads at sample size n)

4. The complete network, using complete 
information of relations among all agents

In this article, we study economic networks at the 
fourth level, searching for the characteristics of the 
network as a whole.

We are fully aware that the result of our choices 
in the elements mentioned above constitutes a very 
basic approach to network characterization. Hereby 
we largely ignore a broad spectrum of network theory 
in sociology and economics. Our approach connects 
however, to the more “mathematical” literature that tries 
to apply quantitative measures of network structures.

The standard traditional network measures are the 
ones we started with in the previous paragraph: con-
nectivity and concentration, where connectivity is:

1 1
2 2

n n

ij
i j

k
Connectivity i j

n n

Concentration is a bit more complicated (Knoke et al., 

to have the relative centrality per agent or node in the 
network. For calculating this relative centrality we need 
gij, which is the number of geodesics linking i and j,
and gimj, which is the number of geodesics linking i and 
j that involve point m:

1 1
2

2
( )

3 2

n n
imj

iji j
m

g
g

Centrality p i j
n n

Subsequently we calculate the sum of the difference 
between the centrality of the most central actor *

and the centrality of all other actors i

1
3 2

*

4 5 2

n

i
i

C p C p
Centralisation

n n n

Organizational Entropy

Measuring entropy is a simple and elegant way to char-
acterize order or disorder in systems. We can use this 
measure as a way of characterizing the magnitude and 
nature of order in organization structures. Especially 
where electronic means of communication make it fairly 
easy to measure existence and density of communica-
tion between various players, it is also a measure that 
can rather easily be implemented.

i * log Pi

where Pn is the probability that a certain state will occur, 
in our case: the probability that a certain interaction 
link (above the threshold) will exist. 

If we consider the four cases in the example from 
the previous paragraph, as a maximum 

 links can exist (if we take every link as a two-way 
interaction). Using the formula we can now calculate 
the organizational entropy of the various examples:

• In the second example (hierarchical structure), 9 
links exist: 

• In the third example (fully connected), 45 links 
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exist:

• In the fourth example (networked structure), 
20 links exist: 

The situation in which no links exist and the situ-
ation in which all links exist span the extremes, and 
have no practical meaning in organizational terms. Of 
the other two examples, the hierarchical structure has 
the lowest organizational entropy, and hence represents 
a higher level of order than the networked structure 
example from Figure 3. 

We can see that networked structures as previously 
shown in terms of organizational entropy, are neatly 
positioned between structured order and total chaos. 
Hence networked organizations require a connectivity 
that is substantially higher than the procedural hierarchi-
cal organization, without ending into the other extreme 
where everything is connected to everything.

Network Morphology and the Entropy
Measure

We have seen before that connectivity and concentration 
determine network morphology. Then we showed that 
networks might be characterized by their morphology 
and their order/disorder. In this paragraph we connect 
the network morphology with network entropy.

In order to establish this relation between con-
nectivity (characterized by a connectivity index Icn),
concentration (characterized by the concentration index 
Icc) and network entropy , let us consider a network 
with n nodes , of which N nodes are fully con-
nected to the other nodes  with a total number 
of connections in the network K (it follows that 

).

• The concentration index Icc as N/n
• The connectivity index Icn as K/n2

• Entropy  as ij * log Pij], with ,
and , in which Pij is the chance of the 
existence of connection 

Hence, entropy  is ij * log Pij] for the fully 
connected nodes plus ij * log Pij] for the not fully 
connected nodes, or N n.

For the N fully connected nodes it goes:

• Pij for the fully connected nodes is 1 (because for 
these nodes all connections exist);

• Therefore N  (or, the con-
tribution of the fully connected nodes to entropy 
is 0).    

For the n-N not fully connected nodes it goes:

• The number of remaining connections in the 
network is 

• Since the total possible number of connections in 
the network is , and since  connec-
tions are used up by the fully connected nodes, the 
total possible number of remaining connections 
is

• Pij for the not fully connected nodes is 

• Therefore n

    
It follows that:

Figure 4. Entropy vs. concentration and entropy versus connectivity
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• The total network entropy N n

Example

Let us consider an example of a network of 1000 nodes 
 and a total number of  connections 

. The connectivity for this network 
Icn 2 . For various levels of 
the concentration index Icc the entropy is displayed 
graphically on the left side of Figure 4 (note that in 
this case the maximum value for Icc is  as at this 
level all network connections are used up by the fully 
connected nodes ). Analogously, we can explore 
the relation between entropy and connectivity. In this 

 Hence 
300. For various Icn this yields values of K based on 
the formula 2. This is displayed graphically 
on the right side of Figure 4. 

If the two parameters concentration (Icc) and con-
nectivity (Icn) are combined, this yields Figure 5. Note 
that in the bottom left area of Figure 5, Pij < 0, which 
is of course impossible. This is the area in which K is 
to small to cover all the connections necessary for N, 
let alone to leave free connections between the other 
n-N nodes. 

Figure 5 demonstrates the strong increase of entropy 
if the relation between connectivity and concentration 
in a network gets lost during transformation from a 

hierarchical structure to a networked structure. This 
phenomenon can be easily observed if, in a meeting 
between people with no historical relation, the chair-
man is suddenly removed. It takes quite a lot of time 
before some form of order is restored and one or a small 
number of people take the (informal) lead.

CONCLUSION

From the previous we may conclude that it is possible 
to mathematically connect entropy (and hence network 
order/disorder) with the traditional network measures 
of connectivity and concentration (morphology). 
There is an important implication to be derived from 
this, namely that the management of organizational 
connectivity and concentration is crucial in keeping 

structured order and total chaos.
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KEY TERMS

Amorphous Structure: A network in which no 
links exist between the entities.

Chaotic Structure: A network in which all entities 
are connected to all other entities.

Concentration
of connections between a certain node and the others. 
The higher the number of connections from one node 
to all the others, the higher the concentration.

Connectivity -
ship between the number of nodes and the number of 
connections between the nodes. The higher the number 
of connections in relation to the number of nodes, the 
higher the connectivity.

Entropy is a measure for disorder that can, for 
i * log Pi] for 

 where Pn is the probability that a certain 
interaction link in the organization will exist.

Hierarchical Structure: A network in which one 
of the entities is connected to most other entities.

Network Morphology: The form and structure of a 
network. It can be described by two separate elements: 
connectivity and concentration.

Networked Structure: A network in which the 
connectivity is substantially higher than in the hier-
archical structure but substantially less than in the 
chaotic structure.




